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What do you use AI for?

● You may already intentionally or unintentionally use AI in your daily life
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Coding / Debugging

Learning New 

Knowledge

Generating / 

Recognizing Images

Generating Excel 

Functions

Extract Abstract / 

Keywords

Tutoring / Teaching

Reply Emails

Data Analysis

Chat

Translate / Fix 

Grammar Issues

Summary / Rewriting

Generating Web 

Pages



Let’s try it out (2 min)

● Choose the one you haven’t used before, try to ask it some questions

○ Both app or web version are fine!
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Today’s agenda

● What is AI? AI agent?

● “Hire” an AI agent

● Machine Learning Pipeline

○ Evaluation

● Issues and appropriate use of AI
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What is intelligence?

● Linguistic

● Logico-mathematical

● Spatial

● Musical

● Kinesthetic

● Intrapersonal

● Interpersonal
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● The ability to solve complex problems

● Learning from experience 

● Adaptability

● Self-awareness

● Dealing with incomplete information

● Action under time pressure 

● Creativity

● Common sense reasoning etc.



Agent
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Agent - Siri
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Agent - AlphaGo
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Making decisions with rules

https://web.njit.edu/~ronkowit/eliza.html
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Issues

Input doesn’t match any pattern

Cannot enumerate all rules

https://web.njit.edu/~ronkowit/eliza.html


Making decisions by search

1111

Issues

goal

The search space grows exponentially when 

the problem/domain becomes more complex

start 

state



Making decision with generative models

● Using generative models (mostly Large Language Models) to generate response 

or take actions – mapping from prompts to desired outputs
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Connecting LLM-based generative agents with actions/tools

Summarize/

organize 

observations using 

multimodal LLMs

Cheng et al. "Exploring Large Language Model based Intelligent Agents: Definitions, Methods, and Prospects (2024).



Tool use & creation

● Language models often struggle with complex tasks or are unable to solve tasks 

that require access to info not included in their training data

● Using tools to extend LLM’s abilities

Shift between text-generation mode 

and tool-execution mode is the key

Use LMs to make tools, e.g., compose 

frequently-used-together actions into shortcut

Wang et al. "What Are Tools Anyway? A Survey from the Language Model Perspective." (2024).



Example agent: HuggingGPT

Shen et al. "HuggingGPT: Solving ai tasks with chatgpt and its friends in hugging face." NeurIPS 2024.



Example agent: Scientific discovery

● The LLM agent use tools to browse the Internet, read documentation, execute 

code, call robotics experimentation APIs

Boiko et al. "Emergent autonomous scientific research capabilities of large language models." (2023).



Example agent: Scientific discovery (cont.)

● The LLM planner control the robotic liquid handler

Boiko et al. "Emergent autonomous scientific research capabilities of large language models." (2023).



Example agent: Robotics - Code As Policies

Liang et al. "Code as policies: Language model programs for embodied control." ICRA 2023.



Example agent: Robotics - Code As Policies (cont.)

● Task:

“Put away the coca cola 

can and the apple on 

their corresponding bins”

Liang et al. "Code as policies: Language model programs for embodied control." ICRA 2023.



Building Agentic Apps

● e.g., Llama Stack APIs

2020



Today’s agenda

● What is AI? AI agent?

● “Hire” an AI agent

● Machine Learning Pipeline

○ Evaluation

● Issues and appropriate use of AI
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Job 
Description

Candidate 
Selection

Onboard



Requirements

● Pay or not

○ Proprietary LLMs: GPT-4o/o1, Claude,  Gemini, …

○ Opensourced LLMs: Llama 3.1/3.2, Mistral, Phi, Gemma, Vicuna, Qwen

● Model size

○ Small: 0.5B, 1.5B, 2B

○ Medium: 7B, 8B

○ Large: 70B, 405B

● Context length

○ 8k, 16k, 32k, 128k, 300 pages

● Input/Output

○ text, image, speech, pdf, code
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Job 
Description

Candidate 
Selection

Onboard

Monthly subscription, API, hosting

Edge, cloud (few GPUs, more GPUs)

Short/normal/longer novel, book 

General model, fine-tuned model



Different LLMs have different capabilities 

2323

Job 
Description

Candidate 
Selection

Onboard



Different capabilities needed for tool usage

2424

Job 
Description

Candidate 
Selection

Onboard



What do you ask LLMs? Prompting
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Define the role 

Define the task 

Define the content 

Prompt

Chained 

Prompting

Not good enough?

Want more?

Job 
Description

Candidate 
Selection

Onboard



Chained prompting
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Change the tone for a 

different target audience (TA)

Define the follow-up task

Job 
Description

Candidate 
Selection

Onboard



Customized your ChatGPT/LLMs

● Role-playing with GPTs

● Awesome ChatGPT Prompts

https://prompts.chat/

○ Edit them based on your need 

and copy-paste!
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https://prompts.chat/


Useful AI tools: for creating conference videos

● TTS-Maker (Free): https://ttsmaker.com/

○ Text to speech service, support different styles and languages

● Groq - speech to text: https://console.groq.com/

○ Groq is compatible with OpenAI APIs, e.g., whisper

○ Speech to text JSON

● JSON to SRT

○ Converter on Hugging Face Space: 

https://huggingface.co/spaces/the-walking-fish/Whisper-JSON-to-SRT-Converter
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https://ttsmaker.com/
https://console.groq.com/
https://huggingface.co/spaces/the-walking-fish/Whisper-JSON-to-SRT-Converter


GitHub Copilot (https://github.com/features/copilot )

● Free with Education account

2929

https://github.com/features/copilot


NotebookLM (https://notebooklm.google.com/)
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https://notebooklm.google.com/


Today’s agenda

● What is AI? AI agent?

● “Hire” an AI agent

● Machine Learning Pipeline

○ Evaluation

● Issues and appropriate use of AI
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Learning from data

3232

SPAM

NOT 

SPAM

2

1

Set up a goal through data

Learn a model (sometimes blackbox) to map from input to labels/target 

825 

sqft

1073 

sqft

$62k

$91k



Machine learning basics

3333

Data

Model

Hello Sir … → SPAM

Evaluation

→ 2

Accuracy

= # correct / # data points

Input Output

Learning

P(input, output), probability table

Learning rules to update 𝜃



Dataset vs. real-world setting

● ObjectNet
(https://objectnet.dev/)

3434

https://objectnet.dev/


Overfitting/biasing toward datasets

3535

Thinking about their evaluation when 

reading a paper



Today’s agenda

● What is AI? AI agent?

● “Hire” an AI agent

● Machine Learning Pipeline

○ Evaluation

● Issues and appropriate use of AI
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Issues: AI can make mistakes
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double check it



Issues: Hallucination, Factuality

3838

Wrong authors, journal, 

and year!

No such papers!



Issues: Conference AI policy

● ACM Policy
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● ACM CHI guideline● ICML 2023 LLM Policy



Issues: Copyright, Ownership

● Guided provided by the U.S. Copyright Office
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https://federalregister.gov/d/2023-05321

If a work's traditional elements of authorship were produced by a machine, the work lacks human

authorship and the Office will not register it. For example, when an AI technology receives solely a prompt
from a human and produces complex written, visual, or musical works in response, the “traditional
elements of authorship” are determined and executed by the technology—not the human user. Based on

the Office's understanding of the generative AI technologies currently available, users do not exercise
ultimate creative control over how such systems interpret prompts and generate material. Instead, these

prompts function more like instructions to a commissioned artist—they identify what the prompter wishes to
have depicted, but the machine determines how those instructions are implemented in its output. For
example, if a user instructs a text-generating technology to “write a poem about copyright law in the style of

William Shakespeare,” she can expect the system to generate text that is recognizable as a poem,
mentions copyright, and resembles Shakespeare's style. But the technology will decide the rhyming

pattern, the words in each line, and the structure of the text. When an AI technology determines the
expressive elements of its output, the generated material is not the product of human authorship. As a
result, that material is not protected by copyright and must be disclaimed in a registration application.

“

“

https://federalregister.gov/d/2023-05321


A human-AI loop (now/past)
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Human AI

Data

Model

Evaluation



Summary: Coworking with AI (more than one AI)

4242

Learn it
Understand how it work

Use it
Learn what it is good at 

and bad at

Cowork

with it
Achieve your goal better

Human
AI
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