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Abstract—This paper presents Autoware on Board, a new profile of Autoware, especially designed to enable autonomous vehicles with embedded systems. Autoware is a popular open-source software project that provides a complete set of self-driving modules, including localization, detection, prediction, planning, and control. We customize and extend the software stack of Autoware to accommodate embedded computing capabilities. In particular, we use DRIVE PX2 as a reference computing platform, which is manufactured by NVIDIA Corporation for development of autonomous vehicles, and evaluate the performance of Autoware on ARM-based embedded processing cores and Tegra-based embedded graphics processing units (GPUs). Given that low-power CPUs are often preferred over high-performance GPUs, from the functional safety point of view, this paper focuses on the application of Autoware on ARM cores rather than Tegra ones. However, some Autoware modules still need to be executed on the Tegra cores to achieve load balancing and real-time processing. The experimental results show that the execution latency imposed on the DRIVE PX2 platform is capped at about three times as much as that on a high-end laptop computer. We believe that this observed computing performance is even acceptable for real-world production of autonomous vehicles in certain scenarios.

1. Introduction

Autonomous vehicles are becoming the next core of mobility infrastructures. They will improve our quality of life and social welfare significantly in the near future. This paradigm shift has encouraged automotive manufacturers to develop production-quality autonomous vehicles and even plan their mass production. Electronics and semiconductor manufacturers, as well as technology suppliers, are also eager to participate in strategic cross-modal alliances with automotive manufacturers. This alliance trend is due to the fact that applications of autonomous vehicles are truly diverse. Autonomous individual owned vehicles could reduce traffic accidents and mitigate traffic jams. Autonomous mobility-as-a-service vehicles, on the other hand, could provide more efficient logistics and passenger services. There are many other potential markets for autonomous vehicles, and technology transfer from academia to industry is now really needed.

Common functional pieces of autonomous vehicles often fall into sensing, computing, and actuation. Examples of sensing devices or sensors include cameras, laser scanners (a.k.a., LiDAR), milliwave radars, and GNSS/IMU. Using sensor data, autonomous vehicles perform localization, detection, prediction, planning, and control, which are core modules of computing intelligence. Classical algorithms are in favor of rule-based systems and pattern recognition, while recent data-driven approaches to new algorithms leverage machine learning and deep neural networks. More efficient approaches and algorithms are still extensively studied today. Actuation of autonomous vehicles, finally, require a by-wire controller to manipulate steering (angular velocity) and throttle (linear velocity). Towards real-world production, a secure gateway must be installed between the original CAN-bus controllers and the new by-wire controller to protect primitive vehicle manipulation from cyber-attacks. These technical challenges of autonomous vehicles indeed represent the domain of cyber-physical systems.

Despite the well-studied entire architecture and individual algorithms, not much is known about the detail of computation for autonomous vehicles. In particular, there are few case studies on embedded systems, concerning real problems of real vehicles. This is largely due to the fact that common libraries and platforms have not been provided for the community. To overcome this circumstance, we have developed open-source software, called Autoware [1], [2] which includes a rich set of software packages and libraries required for autonomous vehicles. Autoware is now widely used for research and development, and is probably the largest open-source project for self-driving technology.

Contribution: This paper aims at building Autoware with embedded systems while clarifying its performance in real environments. To this end, we customize and extend Autoware to accommodate with ARM-based embedded processing cores and Tegra-based embedded graphics processing units (GPUs) of DRIVE PX2, which is manufactured by NVIDIA Corporation for autonomous vehicles. To the best of our knowledge, this is the first work that clarified the performance of complete software stack for autonomous
vehicles with embedded systems. This paper is more inter-
rested in ARM cores than Tegra cores, because low-power
CPUs are often preferred to high-performance GPUs from
the functional safety point of view. It is true that GPUs are
more promising solutions to break through a trade-off
relation between power and performance of autonomous
vehicles. Thus, we will explore more detailed advantages
of GPUs for Autoware in future work.

Organization: The rest of this paper is organized as
follows. Section 2 describes the system model of Autoware,
including the system stack and underlying basic software.
Section 3 presents the detail of Autoware with a particu-
lar emphasis on the modules that we make a significant
implementation effort for DRIVE PX2. Section 4 evaluates
the performance of Autoware on Board using DRIVE PX2.
Related work is discussed in Section 5, and this paper
concludes in Section 6.

2. System Model

Autonomous vehicles as cyber-physical systems can be
abstracted into sensing, computing, and actuation modules,
as shown in Figure 1. Sensing devices, such as laser scanners
(LiDAR) and cameras, are typically used for self-driving in
urban areas. Actuation modules handle steering and stroking
whose twisted control commands that are typically gener-
ated by the path following module. Computation is a major
component of self-driving technology. Scene recognition,
for instance, requires the localization, detection, and prediction
modules, whereas path planning is handled by mission-
based and motion-based modules. Each module employs
its own set of algorithms. The modules implemented in
Autoware are discussed in Section 3.

Figure 1 shows the basic control and data flow for an
autonomous vehicle. Sensors record environmental informa-
tion that serves as input data for the artificial intelligence
core. 3D maps are becoming a commonplace for self-driving
systems, particularly, in urban areas as a complement to the
planning data available from sensors. External data sources
can improve the accuracy of localization and detection with-
out increasing the complexity of the vehicle’s algorithms.
Artificial intelligence cores typically output values for an-
Figures 2. Related work is discussed in Section 5, and this paper
concludes in Section 6.
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Figure 1 shows the basic control and data flow for an
autonomous vehicle. Sensors record environmental informa-
tion that serves as input data for the artificial intelligence
core. 3D maps are becoming a commonplace for self-driving
systems, particularly, in urban areas as a complement to the
planning data available from sensors. External data sources
can improve the accuracy of localization and detection with-
out increasing the complexity of the vehicle’s algorithms.
Artificial intelligence cores typically output values for an-
gular and linear velocities, which serve as commands for
steering and stroking, respectively.

2.1. System Stack

We designed a complete software stack for autonomous
vehicles that are implemented with open-source software, as
shown in Figure 2. The self-driving technology discussed
herein is intended for vehicles that are driven in urban areas
instead in freeways or highways. We contributed to the
development of Autoware, a popular open-source software
project developed for autonomous vehicles intended for
using in urban areas. Autoware is based on Robot Operating
System (ROS) and other well-established open-source soft-
ware libraries, as shown in Figure 2. Section 2.2 provides
a brief overview of ROS. Point Cloud Library (PCL) [3] is
mainly used to manage LiDAR scans and 3D mapping data,
in addition to performing data-filtering and visualization
functions. CUDA [4] is a programming framework de-
veloped by NVIDIA and is used for general-purpose computing
on GPUs (GPGPU). To handle the computation-intensive
tasks involved in self-driving, GPUs running CUDA are
promising solutions for self-driving technology, though this
paper does not focus on them. Caffe [5], [6] is a deep
learning framework designed with expression, speed, and
modularity in mind. OpenCV [7] is a popular computer
vision library for image processing.

Autoware uses such tools to compile a rich set of
software packages, including sensing, perception, decision
making, planning, and control modules. Many drive-by-
wire vehicles can be transformed into autonomous vehicles
with an installation of Autoware. In several countries, suc-
cessful implementations of Autoware have been tested for
autonomous vehicles that are driven for long distances in
urban areas. Recently, automotive manufacturers and sup-
pliers have begun implementing Autoware as a baseline for
prototype autonomous vehicles.

This section briefly introduces the hardware components
that are generally installed in autonomous vehicles. Com-
mercially available vehicles require minor modifications for
a successful application of our software stack. This will
enable us to control the vehicles using external computers
through a secure gateway and install sensors on the vehicles.
The vehicle, computers, and sensors can be connected by
Controller Area Network (CAN) bus, Ethernet, and/or USB
3.0. However, the specifications of sensors and computers
required for a particular application depend closely on spe-
cific functional requirements of the autonomous vehicle.
Autoware supports range sensor, and we chose Velodyne HDL-
32e LiDAR scanners and PointGrey Grasshopper3 cameras
for our prototype system. Autoware also supports a range of
processors. Many users run Autoware on desktops and
laptops. The NVIDIA DRIVE PX2 is used herein though
our previous study ported Autoware to another embedded
computing platform, the Kalray Massively Parallel Processor
Array (MPPA) [8].

2.2. Robot Operating System (ROS)

As mentioned earlier, Autoware is based on ROS [9],
[10], which is a component-based middleware framework

Figure 1. Basic control and data flow of autonomous vehicles.
developed for robotics research. ROS is designed to enhance the modularity of robot applications at a fine-grained level and is suitable for distributed systems, while allowing for efficient development. Since autonomous vehicles require many software packages, ROS provides a strong foundation for Autoware’s development.

In ROS, the software is abstracted as nodes and topics. The nodes represent individual component modules, whereas the topics mediate inputs and outputs between nodes, as illustrated in Figure 3. ROS nodes are usually standard programs written in C++. They can interface with any other software libraries that are installed.

Communication among nodes follows a publish/subscribe model. This model is a strong approach for modular development. In this model, nodes communicate by passing messages via a topic. A message is structured simply (almost identical to structs in C) and is stored in .msg files. Nodes identify the content of the message in terms of the topic name. When a node publishes a message to a topic, another node subscribes to the topic and uses the message. For example, in Figure 3, the “Camera Driver” node sends messages to the “Images” topic. The messages in the topic are received by the “Traffic Light Recognition” and “Pedestrian Detection” nodes. Topics are managed using first-in, first-out queues when accessed by multiple nodes simultaneously. At the same time, ROS nodes can launch several threads implicitly; however, issues with real-time processing must be addressed.

ROS also includes an integrated visualization tool, RViz, and a data-driven simulation tool, ROSBAG. Figure 4 (a) shows examples of visualizations produced by RViz for perception tasks in Autoware. The RViz viewer is useful for monitoring the status of tasks. ROSBAG is a set of tools for recording and playing back ROS topics. It provides development environments for testing self-driving algorithms without hardware, thereby making development processes more efficient.

3. Autoware

This section describes the software stack of Autoware as highlighted in Figure 2, and emphasizes on the extensions required to adapt it to the DRIVE PX2 platform. The complete Autoware system can be analysed on its project repository [1]. It is important to note that Autoware is designed for such autonomous vehicles driven in urban areas. Therefore, additional modules might be required to adapt it for freeways or highways. Discussions regarding accuracy and optimization for each algorithm implemented in Autoware are beyond the scope of this paper.

3.1. Sensing

Autoware mainly recognizes road environments with the help of LiDAR scanners and cameras. LiDAR scanners measure the distance to objects by illuminating a target with pulsed lasers and measuring the time of the reflected pulses. Point cloud data from LiDAR scanners can be used to generate digital 3D representations of the scanned objects. Cameras are predominantly used to recognize traffic lights and extract additional features of the scanned objects.

To achieve real-time processing, Autoware filters and pre-processes the raw point cloud data obtained from the LiDAR scanners. As a case in point, voxel grid filtering is required to localize, map, and detect objects in the point cloud. This kind of filtering downsamples the point cloud, replacing a group of points contained in a cubic lattice grid to its centroid. Having this downsampled point cloud, the Normal Distributions Transform (NDT) algorithm [11] can obtain the relative position between two point clouds [12]. Autoware takes advantage of this result to get an accurate position between the 3D map and the LiDAR scanner mounted on the vehicle.

Data from other sensors such as radars, GNSS, and IMU can be used to refine the localization, detection, and mapping. Radars are already available in commercial vehicles and are often used for ADAS safety applications. GNSS and IMU sensors can be coupled with gyroscope sensors and odometers to improve the positioning information.
3.2. Computing

The computing intelligence is an essential component for autonomous vehicles. Using sensor data and 3D maps, the vehicle can compute the final trajectory and communicate with the actuation modules. This section explains the core modules used for perception, decision-making, and planning.

3.2.1. Perception. Safety in autonomous vehicles is a high-priority issue. Therefore, the perception modules must calculate the accurate position of the ego-vehicle inside a 3D map, and recognize objects in the surrounding scene as well as the status of traffic signals.

**Localization**: The localization module is one of the crucial parts of the self-driving system. Many other perception modules rely on the location of the vehicle. The localization algorithms implemented in Autoware exploit scan matching between 3D maps and LiDAR scanners. The average error is in the order of a few centimeters. Furthermore, localization is also required to create 3D maps. This approach is often referred to as Simultaneous Localization And Mapping (SLAM). To create a map using this strategy, the matching process is performed against the previous LiDAR scan, instead of a 3D map. Once the transformation has been obtained, the current scan is transformed to the coordinate system of the previous one, and the point cloud is summed up. This is repeated continuously when building the map.

Autoware mainly uses the NDT [11] algorithm for localization. This is because the computational cost of the NDT algorithm is not dominated by the map size, thus enabling the deployment of high-definition and high-resolution 3D maps at larger scales.

Autoware also supports other localization and mapping algorithms such as the Iterative Closest Point (ICP) algorithm [13]. This allows Autoware users to select the best-suited algorithm for their applications.

**Detection**: Autonomous vehicles must detect the surrounding objects, such as other vehicles, pedestrians, and traffic signals. Having this information readily available, we can follow traffic rules and avoid accidents.
Autoware supports deep learning [14], [15] and traditional machine learning approaches [16] for object detection using Caffe and OpenCV. Figure 4 (c) shows the application of the Single Shot MultiBox Detector (SSD) [14] and the You only look once (Yolo2) algorithms [15]. Both are based on fully convolutional neural networks (CNN) architectures designed to provide fast computation. As previously mentioned, Autoware also includes a pattern recognition algorithm based on the Deformable Part Models (DPM) [16], which searches and stores the histogram of oriented gradients features of target objects in 2D images [17].

Perception in Autoware is mainly performed using point cloud data obtained from LiDAR scanners. The point cloud is pre-processed and segmented using the nearest neighbors algorithm [18]. This process calculates the Euclidean distance between points according to a distance threshold in 3D space. Once the point cloud is clustered, the distance between surrounding objects and the ego-vehicle can be calculated. Moreover, using the distance of each cluster in conjunction with the classified 2D image processing algorithms, objects can be tracked on a time to improve the perception information.

Assuming that localization in a 3D map is precise, Autoware implements an elegant scheme for traffic light recognition. Knowing the current position of the ego-vehicle in a map, and having an extrinsically and intrinsically calibrated camera and LiDAR scanner, the 3D map features can be projected to the image captured by the front camera of the vehicle, with the body rigid transformations across the camera, the LiDAR scanner, and the 3D map. Using this strategy, the region of interest (ROI) for traffic lights can be limited, reducing the computation time and increasing the accuracy of the traffic light state classifiers at the same time. Figures 4 (f) and (g) depict the result of this approach. In general, traffic light recognition is considered to be one of the most difficult problems associated with autonomous vehicles. Nonetheless, Autoware is able to accurately recognize traffic lights using 3D map features and a highly-reliable localization algorithm.

**Prediction:** Object detection algorithms are computed on each synchronized camera frame and point cloud scan. These results must be associated among the time, so the trajectories of moving objects can be estimated for the mission and motion planning modules.

In Autoware, Kalman filters and particle filters are employed to solve these problems. The Kalman filters are used under the assumption that the ego-vehicle is driving at a constant velocity while tracking moving objects [19]. The computational cost of the Kalman filters is lightweight, thereby making it suitable for real-time processing. Particle filters, in contrast, can be applied to non-linear tracking scenarios, which are appropriate for realistic driving [20]. Autoware uses both Kalman filters and particle filters, depending on the given scenario. They are used to track in both the 2D image plane and the 3D point cloud plane.

The detected and tracked objects in the 2D image can be combined with clustered and tracked objects obtained from the LiDAR scanners; this idea is also known as “sensor fusion” with projection and re-projection. The sensor fusion parameters are determined with the calibrated LiDAR scanners and cameras.

Point cloud can be projected onto the 2D image, thereby adding depth information to the image. Figures 4 (d) and (e) show the result of bounding box calculation to clustered 3D point cloud objects as projected to the camera image.

Another supported approach consists on back-projecting the detected and tracked objects on the image, onto the 3D point cloud coordinates, using the same extrinsic parameters. These reprojected positions can partially be used to determine the motion and mission plans.

### 3.2.2. Decision.

Once the obstacles and traffic signals are detected, the trajectories of other moving objects can be estimated. Mission planning and decision making modules use these estimated results to determine an appropriate direction to which the ego-vehicle should move.

Autoware implements an intelligent state machine to understand, forecast, and make decisions in response to the road status. Moreover, Autoware also allows persons in the ego-vehicle to supervise automation, overwriting the state determined by the planning module.

### 3.2.3. Planning.

The planning module generates trajectories following the output from the decision-making module. Path planning can be classified into mission and motion planning. Autoware makes a plan for global trajectories based on the current location and the given destination. Local trajectories, on the other hand, are generated by the motion planning module, along with the global trajectories. Available graph-search algorithms include hybrid-state A* [21], and trajectory generation algorithms [22] such as lattice-based methods [23]. A motion planning module suited to the decision-making module is selected according to the road scenario.

**Mission planning:** Depending on the driving states, such as lane changes, merges, and passing, the mission planner uses a rule-based system to determine path trajectories. Navigation from the current position to the destination is also included as part of mission planning. The high-definition 3D map information contains static road features that can be used for this mission planning function. In more complex scenarios, such as parking and rerouting, persons in the ego-vehicle could supervise the mission capability. In either case, once the global path is generated, the motion planning module is launched to make a plan for local trajectories.

The basic policy of the mission planner is to follow the center lines of the lanes over the route generated by the map navigation system, involving the high-definition 3D map information. The mission planner changes the lane only when the ego-vehicle needs to pass a preceding vehicle, or approaches an intersection followed by a turn.

**Motion planning:** The motion planner is in charge of generating local feasible trajectories along with the given global trajectories, taking into account the vehicle states, the drivable areas indicated by the 3D map, the surrounding objects, the traffic rules, and the desired goal.

When planning on unstructured environments, such as parking lots, graph-search algorithms, such as A* [24]
and hybrid-state A* [21] are used to find the minimum-cost path to the goal. Figures 4 (h) and (i) show these methods in action. Although graph-search algorithms require considerable computing capabilities, they can even analyze complex scenarios. On the other hand, when navigating on structured environments, such as roads and traffic lanes, vertices are likely to be dense and irregularly distributed. This provides constrained options for feasible trajectories. For this reason, Autoware preferably uses the spatiotemporal lattice-based algorithms to adapt motion plans to urban environments [25]. State-of-the-art research has also encouraged implementation of these algorithms in previous autonomous vehicles [26]. Trajectories for obstacle avoidance and lane changes must be calculated in real time. The lattice-based algorithms [27], [25] are commonly affordable for real-time processing. Figure 4 (j) outlines the trajectories generated by the lattice planner and one trajectory is selected by the cost evaluation.

3.3. Actuation

Once local trajectories are determined, autonomous vehicles need to follow them.

Path following: The pure pursuit algorithm [28] is used to generate the actuation commands for the ego-vehicle. This method breaks down the path into multiple waypoints, which are discrete representations of the path. During every control cycle, the algorithm searches for the next closest waypoint in the ego-vehicle’s heading direction. The waypoint is searched under a threshold distance. This reduces the abrupt changes in angle that might occur when turning or following a deviation path. As shown in Figure 4 (k), the velocity and angle of the following movement are set to the values that will move the vehicle to the selected waypoint following a predefined curvature.

Vehicle control: The target waypoint is continuously updated until the goal is reached. In other words, the ego-vehicle continues following these waypoints until it reaches the user-specified destination. However, if the steering and throttle of the ego-vehicle are not successfully controlled in accordance with the velocity and angle output produced by the pure pursuit algorithm, the ego-vehicle can temporarily deviate from the planned trajectory. To actuate the steering and throttle based on the velocity and angle commands, a PID controller is often applied. The parameters of the PID controller highly depend on the given vehicle platform. In certain scenarios where the parameters are not correctly tuned, the PID controller will not be able to control the vehicle stably. If localization is not accurate, even worse, this could cause gaps between the vehicle state and the outputs of the pure pursuit algorithm. In extreme cases, the ego-vehicle could collide with unexpected obstacles. To cope with these accidental scenarios, the path following module must ensure a minimum distance between the ego-vehicle and detected obstacles, overriding the planned trajectory. The motion planner presented in this paper indeed reacts to this scenario, by updating the waypoints in consideration of obstacles in the heading lane area.

### 4. Evaluation

This section provides a performance evaluation of Autoware on the DRIVE PX2 platform, as compared to that on a high-end computer. DRIVE PX2 is currently one of the most computationally capable embedded multicore platforms integrated with high-performance GPUs. We believe that the performance result obtained using the DRIVE PX2 platform is a highly useful contribution for the future development of autonomous vehicles.

The minimum set of perception packages required to operate autonomous vehicles includes the localization, clustering, and detection packages. The functional nodes incorporated in these packages require non-trivial computational costs. Due to a space constraint, performance evaluations of the planning and the control modules are omitted. In consequence, we evaluate the performance of those packages highlighted in Figure 5.

We define an end-to-end time as the total run-to-completion time taken for a specific given set of packages. Measuring this end-to-end time, we can also evaluate that the tested computing platforms meet timing requirements of sensing and actuation. The functional nodes highlighted by the red color in Figure 5 are those measured as the end-to-end time in this evaluation. Note that a series of measurements was conducted using ROSBAG recordings of real data obtained from LiDAR scanners and cameras mounted with our autonomous vehicle. In particular, we used a Velodyne VLP-16 LiDAR scanner and a PointGrey Grasshopper3 camera to obtain point cloud and image data, respectively. The LiDAR scanner produces about 30,000 points at 10 Hz, while the camera captures a three color channel image of 960x604 pixels at 20 Hz.

### 4.1. Experimental Setup

Experiments were conducted using Autoware v1.5.1, CUDA 8.0, and ROS Kinetic on two machines: DRIVE PX2 (AutoChauffeur) [29] and a high-end laptop computer with a GPU. The DRIVE PX2 platform integrates two NVIDIA TEGRA X2 processors [30] (referred as TEGRA A and TEGRA B, henceforth) and a single GPU. Table 2 summarizes the specifications of the DRIVE PX2 platform and the laptop computer.

### 4.2. Measurement

The execution time for each tested package and the end-to-end time were measured as the difference in time between the start and the end times of the corresponding process.
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We tested two cases: the clustering package was executed with and without using the GPU. Measurement results with the leaf size of 0.1, 0.2, and 0.3 meters are shown in Figure 7. On the DRIVE PX2 platform, the execution time decreased as the leaf size increased, similarly to the case for the laptop computer. Moreover, one can see that the presence of the GPU helped to reduce the execution time. In case that the laptop computer was used, the execution time was not influenced significantly by the presence of the GPU. We conjecture that the overhead for using the GPU was equivalent to the extra computation time required without the GPU. Therefore, in some cases, the GPU is not really desired to reduce the execution time. The parameters for the clustering package must also be configured appropriately, because the accuracy of clustering and the execution time has a trade-off relation.

**Image detector:** The image detector package is based on the SSD algorithm as described in Section 3.2.1. The measurement results with and without using the GPU are shown in Figure 7. Without using the GPU, the SSD algorithm required a longer execution time, meaning that the GPU is truly useful for this algorithm. The execution time on the DRIVE PX2 platform was approximately three times as much as that on the laptop computer. The SSD algorithm was executed using the 1152 cores on the DRIVE PX2 platform, whereas the laptop computer could use up to 2,048 cores. This indicates that the difference in the number of cores between the two platforms led to the difference in performance as well. Therefore, the execution time could be improved by distributing the computing workload across the Tegra A and B processors for the DRIVE PX2 platform. The same is true of other state-of-the-art algorithms, such as Yolo2 [15]: the execution time on the DRIVE PX2 platform could be improved by load balancing.

**4.2.2. End-to-end time.** To measure the end-to-end time, the packages that are necessary for our autonomous vehicle were launched at the beginning. The execution times of a specific package set were measured and summed up. In these measurements, the leaf size of the points localizer was set to 2.0 meters, and the point cloud data extending up to 200 meters ahead was used. These conditions represent a similar workload model that would be required during a real self-driving scenario. As for measurements with the DRIVE PX2 platform, the image detector package and the clustering package were launched on Tegra A, while the other packages were launched on Tegra B to distribute the computational load.
The measured end-to-end times are shown in Figure 9. The worst execution time observed on the DRIVE PX2 platform was about three times as much as that on the laptop computer. Our observation is that this difference is caused by the performance of CPU cores rather than the GPUs.

Based on the above results, we may conclude that the DRIVE PX2 platform provides the acceptable level of performance for Autoware installed to real autonomous vehicles, if the parameters of each functional node are configured appropriately. A demonstration movie of our autonomous vehicle powered by the DRIVE PX2 platform, with the configuration of Table 3, can be found at the following hyperlink: https://youtu.be/zujGfJcZCpQ.

### 5. Related Work

Self-driving technology has made a significant leap in both theory and practice since prototype autonomous vehicles shown off on the DARPA Urban Challenge projects [26], [31], [32], [33], [34]. Common features found on these prototype autonomous vehicles were 3D laser scanners widely used in addition to traditional cameras, radars, and GNSS/IMU. Today, many industrial companies aiming for urban-area self-driving have followed the achievement of the DARPA Urban Challenge projects [35], [36], [37], [38], [39]. Autoware is also expected to be deployed on autonomous vehicles in urban areas, rather than freeways and highways, and thus its design concept has been inspired by the DARPA Urban Challenge projects.

In terms of open-source software contributions, Apollo [40] and PolySync [41] can be compared to Autoware. Apollo was originated from the Baidu’s alliance, it mainly depends on high-precision GNSS location and 3D perception. On the other hand, PolySync provides an integrated development environment for the backend framework of self-driving technology. These two projects are likely to consider a specific configuration for platforms and algorithms. Autoware differs in that it is designed and implemented for more general configurations, where users can choose platforms and algorithms according to their requirements. Autoware’s general purposiveness and openness have allowed its integration, as the base for online education of self-driving technology presented by Udacity [38]. It also helped to produce autonomous vehicle platforms such as the one created by AutonomouStuff [42].

So far, none of the above alternative contributions have succeeded in revealing their technology with embedded systems. To the best of our knowledge, this paper is the first contribution that disclosed the complete software stack of autonomous vehicles on embedded systems, and quantified its performance using real hardware.

### 6. Conclusion

In this paper, we have presented Autoware on Board, a new profile of Autoware using embedded systems for autonomous vehicles. We clarified the integration feasibility of Autoware on Board, using the DRIVE PX2 platform. We also highlighted our implementation effort to accommodate with ARM-based embedded processing cores on the DRIVE PX2 platform, whereas only a few functional nodes of Autoware are offloaded to the Tegra-based GPUs. The experimental results demonstrated that the latency of an individual module of Autoware imposed on the DRIVE PX2 platform is maintained in the order of milliseconds. As compared to a high-end laptop computer, the latency was, at most, threefold.

The source code of Autoware on Board implemented through this paper has been merged into the master branch of the Autoware GitHub repository [1]. To the best of our knowledge, this is the first contribution that achieved a publicly-available embedded system profile for autonomous vehicles with quantified performance evaluation.

In future work, we plan to improve the design and implementation of Autoware for real-world production. We are also interested in the application of it to real-world services. To that end, this work can be optimized for further low-power and vehicular-grade platforms. Particular examples include the next generation of the DRIVE PX2 platform, which is expected to meet an order of TFLOPS performance under 20 W power, and an alternative solution without GPUs, called Kalray MPPA, which presumably achieves TFLOPS performance under 20 W power using many-core technology.
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